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ABSTRACT

KEYWORDS: Semantic segmentation; Encoders-Decoders; SEGNET;RefineNet;

PSP-net.

Semantic segmentation is about labelling each single pixel in an image with the cate-

gory it belongs to. There are several applications in a wide range of areas, like robotics,

autonomous driving, mapping or medical image analysis, in which pixel-level labels

are of primary importance. In recent years, deep neural networks have shown impres-

sive results and have become state-of-the-art for several recognition tasks. In this thesis,

we investigate into the use of deep neural networks for the task of semantic image seg-

mentation. We adjust state-of-the-art fully convolutional networks, which are designed

to label general scenes, to the task of image segmentation.The adjusting is done in a

manner that where ever the image is not segmented properly a bounding box is drawn

around that and then that cropped part of image is re-segmented by applying class-

imbalance. In addition, we transfer the learned feature representation from a large-scale

image database of everyday objects for classification to pixel-wise labelling of images

by ignoring classes and consider only required classes/objects.
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CHAPTER 1

INTRODUCTION

1.1 Preamble

Nowadays, in the field of computer vision Semantic Segmentation is one of the key

problems. Looking at the big picture, semantic segmentation is one of the high-level

task that helps us in complete scene understanding. The importance of scene under-

standing as a core computer vision problem is highlighted by the fact that an increasing

number of applications nourish from inferring knowledge from imagery. Some of those

applications include self-driving virtual reality, self-driving vehicles,crop health, human

computer interaction etc. With the popularity of deep learning in recent years, many se-

mantic segmentation problems are being tackled using deep architectures, most often

Convolutional Neural Nets, which surpass other approaches by a large margin in terms

of accuracy and efficiency.

1.2 Brief outline of Semantic segmentation

Semantic Segmentation is process of assigning a label to each and every pixel of the

image unlike classification problems where you give a single label to whole image.

Semantic segmentation treats the multiple objects of the same class as same entity. If

you want to treat multiple objects of the same class as different entity then it is Instance

Segmentation which is a whole new problem.

Semantic segmentation is a natural step in the progression from coarse to fine inference

• Classification: The input image could be located and consider it as classification

problem, where the predictions are to be done on each and every pixel.

• Localization / detection: This is needed beacuse we not only require to which

class they belong we also need the spatial information of those particular classes

as well.



• Semantic segmentation: Finally, semantic segmentation achieves fine-grained

inference by making dense predictions inferring labels for every pixel, so that

each pixel is labeled with the class of its enclosing object ore region.

Figure 1.1: Input Image(At the top)

Segmented Image(At the bottom)

As shown in Fig 1.1 when the top image is passed through an architecture of se-

mantic segmentation (The exact architecture and how it is done in the project will be

discussed in the coming section. These example images are just to give the intuitive fell

how semantic segmentation works.) we get output segmented as shown in the figure

below it. From the segmented image we can clearly see segmented Cars, Buildings,

Houses, Poles, Humans etc.
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1.3 Segmentation Approaches and existing methods

Broadly semantic segmentation architecture can be considered as Encoder network

followed by the Decoder network.

• The Encoder is a pre-trained classifier network like ResNet/VGG which increases

the deepness of networks followed by a Decoder.

• The duty of Decoder network is to semantically project the discriminative fea-

tures (lower resolution) learnt by the encoder onto the pixel space (higher resolu-

tion) to get a dense classification.

Unlike classification where the only important thing is end result of very deep net-

works.semantic segmentation not only requires discrimination at pixel level but also

a mechanism to project the discriminative features learnt at different stages of the en-

coder onto the pixel space. Different methods have different types of mechanisms as

part of decoding, let us see two most commonly and effectively used mechanisms.

1.3.1 Region based semantic segmentation

The region-based methods works on the principle of “segmentation using recognition”

mechanism, which from an image first extracts regions and describes them, followed

by that extracted region classification. At test time, the region-based predictions are

transformed to pixel predictions, usually by labeling a pixel according to the highest

scoring region that contains it.

Figure 1.2: R-CNN architecture Girshick et al. (2013)
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R-CNN (Regions with CNN feature) is one representative work for the region-based

methods. It performs the semantic segmentation based on the object detection outputs.

To be specific, R-CNN first utilizes selective search to extract a large quantity of object

proposals and then computes CNN features for each of them. Finally, it classifies each

region using the class-specific linear SVMs. Compared with traditional CNN structures

which are mainly intended for image classification, R-CNN can address more compli-

cated tasks, such as object detection and image segmentation, and it even becomes one

important basis for both fields. Moreover, R-CNN can be built on top of any CNN

benchmark structures, such as AlexNet, VGG, GoogLeNet, and ResNet. For the image

segmentation task, R-CNN Girshick et al. (2013) extracted 2 types of features for each

region: full region feature and foreground feature, and found that it could lead to better

performance when concatenating them together as the region feature. R-CNN achieved

significant performance improvements due to using the highly discriminative CNN fea-

tures. However, it also suffers from a couple of drawbacks for the segmentation task:

• The feature is not compatible with the segmentation task.

• The feature does not contain enough spatial information for precise boundary

generation.

• Generating segment-based proposals takes time and would greatly affect the final

performance.

Due to these bottlenecks, recent research has been proposed to address the problems,

including SDS, Hypercolumns, Mask R-CNN.

1.3.2 Fully Convolutional Network-Based Semantic Segmentation

FCN’s learn pixel to pixel mappings without extracting the regions. FCNs networks are

the extensions of CNN where the last layer becomes fully connected in FCN. The main

idea is to make the classical CNN take as input arbitrary-sized images. The restriction of

CNNs to accept and produce labels only for specific sized inputs comes from the fully-

connected layers which are fixed. Contrary to them, FCNs only have convolutional and

pooling layers which give them the ability to make predictions on arbitrary-sized inputs.

One issue in this specific FCN is that by propagating through several alternated convo-

lutional and pooling layers, the resolution of the output feature maps is down sampled.

4



Figure 1.3: FCN Architecture Long et al. (2014)

Therefore, the direct predictions of FCN are typically in low resolution, resulting in

relatively fuzzy object boundaries. A variety of more advanced FCN-based approaches

have been proposed to address this issue, including SegNet, DeepLab-CRF, Dilated

Convolutions, etc.
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CHAPTER 2

Literature Review

In the course of the project various number of architectures and deep learning tech-

niques have been applied on to various scenes(like aerial images, dense traffic images

and parking lot images) to segment, these methods are discussed below in detail.

2.1 Residual Networks(ResNet) and its modifications

Regular DCNNs such as the AlexNetAlom et al. (2018) and VGG Simonyan and Zis-

serman (2014) aren’t suitable for dense prediction tasks. First, these models contain

many layers designed to reduce the spatial dimensions of the input features. As a conse-

quence, these layers end up producing highly decimated feature vectors that lack sharp

details. Second, fully-connected layers have fixed sizes and loose spatial information

during computation(Which is not a desired situation for segmentation).

2.1.1 Theory Behind ResNet

Universal approximation theorem as stated in He et al. (2015) have proven that any feed-

forward network with single layer is sufficient to represent any function. But layers

might be very large and there are very high chances for over-fitting the data. Therefore

to reduce the issue of over fitting we need to network deeper.

However increasing the network depth doesn’t work simply stacking the layers

together. Deep networks are hard to train because of the vanishing grad problem

wikipedia (2019) and He et al. (2015)as the gradients are back propagated repetitive

multiplication of gradients will make their value very small as a result as network goes

deeper its performance gets saturated and its may even start rapidly degrading.

The core idea of ResNet is introducing a so-called “identity shortcut connection” that

skips one or more layers, as shown in the following fig 2.2.



Figure 2.1: Increasing Depth Leads to Poor Performance He et al. (2015)

Figure 2.2: Residual Block He et al. (2015)

2.1.2 Identity mapping solving the issue of gradient descent

With the help this identity mappings stacking layers now shouldn’t degrade the network

as the issue of gradient vanishing is no-longer an issue here.However, experiments show

that Highway Network performs no better than ResNet, which is kind of strange because

the solution space of Highway Network contains ResNet, therefore it should perform at

least as good as ResNet. This suggests that it is more important to keep these “gradient

highways” clear than to go for larger solution space He et al. (2015).
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Figure 2.3: ResNet Architecture Huang et al. (2016)
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2.1.3 Application of ResNet in segmentation

Having seen that the identity mapping of resnet over the issue of gradient descent.Now

if we stack the large number of these such type resnet child. An n-layered resnet archi-

tecture is formed as shown in Fig 2.3 a deep convolutional neural network is formed.

The important feature of this network is that the resolution of the output image of the ar-

chitecture is not very small when compared to the of the input image. Which means the

spatial information is not lost. This is the main theory behind semantic segmentation

and also deep network is formed by stacking multiple layers. Hence usage of resnet

showed some remarkable results in semantic segmentation training with the proper de-

coder.(This deep CNN helps in detecting the classes in the image and later when it

passed through decoeder to upsample we get the spatial location by smooth class bound-

ary divider).

2.2 SEGNET

SEGNET was the first state of art that outperformed every architecture till 2015 in the

domain of semantic segmentation.

Figure 2.4: Segmentation of a camvid scene Badrinarayanan et al. (2015)

2.2.1 SegNet- Architecture

Encoder-Decoder pairs are used to create feature maps for classifications of different

resolutions.
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Figure 2.5: Brief SEGNET architecture Badrinarayanan et al. (2015)

2.2.2 Encoder

• 13 VGG16 Conv layers.

• Not fully connected, this reduces parameters from 134M to 14.7M.

• Good initial weights are available hence these layers are made non trainable.

Figure 2.6: SEGNET Encoder architecture Badrinarayanan et al. (2015)

Each encoder as stated in Badrinarayanan et al. (2015) is like Fig 2.6. The novelty is

in the subsampling stage, Max-pooling is used to achieve translation invariance over

small spatial shifts in the image, combine that with Subsampling and it leads to each

pixel governing a larger input image context (spatial window). These methods achieve

better classification accuracy but reduce the feature map size, this leads to lossy image

representation with blurred boundaries which is not ideal for segmentation purpose. It

is desired that output image resolution is same as input image, to achieve this SegNet

does Upsampling in its decoder, to do that it needs to store some information. It is nec-

essary to capture and store boundary information in the encoder feature maps before

sub-sampling. In order to to that space efficiently, SegNet stores only the max-pooling

indices i.e. the locations of maximum feature value in each pooling window is memo-

rised for each encoder map. Only 2 bits are needed for each window of 2x2, slight loss

of precision, but tradeoff.

2.2.3 Advantages

• Boundaries can be clearly distinguished (Boundary delineation).

• Less number of parameters. (reduces parameters from 134M to 14.7M Badri-

narayanan et al. (2015)) which reduces a lot of train and test time.

10



Figure 2.7: Upsampling in segnet Badrinarayanan et al. (2015)

2.2.4 Decoder

• For each of the 13 encoders there is a corresponding decoder which upsamples

the feature map using memorised max-pooling indices.

• Sparse feature maps of higher resolutions produced.

• Sparse maps are fed through a trainable filter bank to produce dense feature maps.

• The last decoder is connected to a softmax classifier which classifies each pixel.

2.3 Refine-Net

A generic multi-path refinement network Lin et al. (2016)that explicitly exploits all the

information available along the down-sampling process to enable high-resolution pre-

diction using long-range residual connections. The deeper layers that capture high-level

semantic features can be directly refined using fine-grained features from earlier convo-

lutions. A chained residual pooling is also introduced which captures rich background

context in an efficient manner.

2.3.1 Problems of ResNet and Dilated Convolution

• (a) ResNet: It suffers from downscaling of the feature maps which is not good

for semantic segmentation.Lin et al. (2016)

• (b) Dilated (Atrous) Convolution: It is introduced in DeepLab and DilatedNet.

Though it can help to keep the resolution of output feature maps larger, atrous

filters are computationally expensive to train and quickly reach memory limits

even on modern GPUs.

11



Figure 2.8: (a) ResNet (b) Dilated (Atrous) Convolution. Lin et al. (2016)

Figure 2.9: (a) Overall Architecture, (b) RCU, (c) Fusion, (d) Chained Residual Pooling.

Lin et al. (2016)
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2.3.2 RefineNet

• (a): At the top left of the figure, it is the ResNet backbone. Along the ResNet,

different resolutions of feature maps go through Residual Conv Unit (RCU). Pre-

Activation ResNet is used.

• (b) RCU: Residual block is used but with batch normalization removed.

• (c) Fusion: Then multi-resolution fusion is used to merge the feature maps using

element-wise summation.

• (d) Chained Residual Pooling: The output feature maps of all pooling blocks

are fused together with the input feature map through summation of residual con-

nections. It aims to capture background context from a large image region. Lin

et al. (2016)

• (a) Output Conv: At the right of the figure, finally, another RCU is placed here,

to employ non-linearity operations on the multi-path fused feature maps to gener-

ate features for further processing or for final prediction.

2.4 PSPNet(Pyramid Scene Parsing Network)

By using Pyramid Pooling Module Zhao et al. (2016), with different-region-based con-

text aggregated, PSPNet surpasses state-of-the-art approaches such as FCN, DeepLab,

and DilatedNet. And PSPNet finally:

• Got the champion of ImageNet Scene Parsing Challenge 2016.

• Arrived 1st place on PASCAL VOC 2012 and Cityscapes datasets at that mo-

ment.

2.4.1 The Need of Global Information

• Mismatched Relationship: FCN predicts the boat in the yellow box as a “car”

based on its appearance. But the common knowledge is that a car is seldom over

a river.

• Confusion Categories: FCN predicts the object in the box as part of skyscraper

and part of building. These results should be excluded so that the whole object is

either skyscraper or building, but not both. Tsang (2018)

• Inconspicuous Classes: The pillow has similar appearance with the sheet. Over-

looking the global scene category may fail to parse the pillow.

So we need global information of the image.

13



Figure 2.10: (c) Original FCN without Context Aggregation, (d) PSPNet with Context

Aggregation Tsang (2018)

Figure 2.11: Pyramid Pooling Module After Feature Extraction (Colors are important

in this figure! Zhao et al. (2016))
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2.4.2 Pyramid Pooling Module

Input image(a) and resnet(b) is used with dilated network strategy (DeepLab / Dilated-

Net) for extracting features. The dilated convolution is following DeepLab. The feature

map size is 1/8 of the input image here.

(C):1 - Sub-Region Average Pooling

At (c), sub-region average pooling is performed for each feature map.

• Red: This is the coarsest level which perform global average pooling over each

feature map, to generate a single bin output.

• Orange: This is the second level which divide the feature map into 2X2 sub-

regions, then perform average pooling for each sub-region.

• Blue: This is the third level which divide the feature map into 3X3 sub-regions,

then perform average pooling for each sub-region.

• Green: This is the finest level which divide the feature map into 6X6 sub-regions,

then perform pooling for each sub-region.

(C):2 - 1X1 Convolution for Dimension Reduction

Then 1X1 convolution is performed for each pooled feature map to reduce the context

representation to 1/N of the original one (black) if the level size of pyramid is N.

• In this example, N=4 because there are 4 levels in total (red, orange, blue and

green).

• If the number of input feature maps is 2048, then the output feature map will be

(1/4)X2048 = 512, i.e. 512 number of output feature maps.

(C):3 - Bilinear Interpolation for Upsampling

Bilinear interpolation is performed to up-sample each low-dimension feature map to

have the same size as the original feature map (black).

(C):4 - Concatenation for Context Aggregation

All different levels of up-sampled feature maps are concatenated with the original fea-

ture map (black). These feature maps are fused as global prior. That is the end of

pyramid pooling module at (c).

Finally, it is followed by a convolution layer to generate the final prediction map at (d)

Tsang (2018). The idea of sub-region average pooling actually is quite similar to Spatial
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Figure 2.12: YOLO Redmon et al. (2015)

Pyramid Pooling in SPPNet. The 1X1 convolution then concatenation is quite similar to

the depth-wise convolution in Depth-wise Separable Convolution used by Xception or

MobileNetV1 as well, except that bi-linear interpolation is used to make all the feature

maps’ sizes equal.

2.5 You Only Look Once(YOLO)

All previous object detection algorithms use regions to localize the object within the

image. The network does not look at the complete image. Instead, parts of the image

which have high probabilities of containing the object. YOLO Redmon et al. (2015)

is an object detection algorithm much different from the region based algorithms. In

YOLO a single convolutional network predicts the bounding boxes and the class proba-

bilities for these boxes.

This algorithm is used in this paper for segmenting the images where the normal state

of art networks fail to classify an object as single class.

Working of algorithm is we take an image and split it into an SxS grid, within each of

the grid we take m bounding boxes. For each of the bounding box, the network outputs

a class probability and offset values for the bounding box. The bounding boxes having

the class probability above a threshold value is selected and used to locate the object

within the image.
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CHAPTER 3

Evaluation metrics and benchmark datasets

3.1 Evaluation metrics

When evaluating a standard machine learning model, we usually classify our predictions

into four categories: true positives, false positives, true negatives, and false negatives.

However, for the dense prediction task of image segmentation, it’s not immediately

clear what counts as a "true positive" and, more generally, how we can evaluate our

predictions.

3.1.1 Intersection over Union(IoU)

The Intersection over Union (IoU) metric, also referred to as the Jaccard index, is es-

sentially a method to quantify the percent overlap between the target mask and our

prediction output. This metric is closely related to the Dice coefficient which is often

used as a loss function during training. image segmentation models. (2018)

Quite simply, the IoU metric measures the number of pixels common between the target

and prediction masks divided by the total number of pixels present across both masks.

IoU =
target∩prediction

target∪prediction

As a visual example, let’s suppose we’re tasked with calculating the IoU score of the

following prediction, given the ground truth labelled mask. The intersection (A ∩ B) is

comprised of the pixels found in both the prediction mask and the ground truth mask,

whereas the union (A ∪ B) is simply comprised of all pixels found in either the predic-

tion or target mask.



Figure 3.1: IoU - 1

Source

Figure 3.2: IoU - 2

Source

3.1.2 Pixel Accuracy

An alternative metric to evaluate a semantic segmentation is to simply report the percent

of pixels in the image which were correctly classified. The pixel accuracy is commonly

reported for each class separately as well as globally across all classes.

When considering the per-class pixel accuracy we’re essentially evaluating a binary

mask; a true positive represents a pixel that is correctly predicted to belong to the given

class (according to the target mask) whereas a true negative represents a pixel that is

correctly identified as not belonging to the given class.

accuracy =
T P+T N

T P+T N +FP+FN

).
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3.2 Datasets Used For Training Various Architectures

The segmentation architectures are trained in various datasets which are openly avail-

able to all the researchers. Knowing the which type of dataset where is use is also key

factor as many constraints might come into picture.

Two mainly used datasets is explained below:

3.2.1 ISPRS Potsdam dataset

As shown in fig 3.3 Potsdam dataset is an complete aerial view of city divided in to 38

patches of high resolution images having an each of size 6000X6000 px. ISPRS.

Figure 3.3: An overview of potsdam dataset. ISPRS

Apart from labelling dataset also provides Depth data which is very useful for discrimi-

nating high land objects like buildings from the ground surface.

An example of Ariel image depth information and its labelling is shown in fig 3.4.
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Figure 3.4: Example patches of the semantic object classification contest with (a) true

orthophoto, (b) DSM, and (c) ground truth

3.2.2 MIT ADE20K

ADE20K is the largest open source dataset for semantic segmentation and scene parsing,

released by MIT Computer Vision team. Zhou et al. (2018)

This dataset consist of a vast number of 150 classes almost coveting each and every

object, scene and different types of backgrounds.It has about 20,210 train images along

with the labels and 2000 validation images.

It has different levels of masking for using the dataset in various application. The fol-

lowing example as shown in fig 3.5 has two part levels. The first segmentation shows the

object masks. The second segmentation corresponds to object parts (body parts, mug

parts, table parts, ...). The third segmentation shows parts of the heads (eyes, mouth,

nose, ...).

Figure 3.5: A Labelled image of mit ade dataset
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CHAPTER 4

Aerial image segmentation and Results

Semantic segmentation can be applied on various scenes like aerial images, Autonomous

Driving, Parking lot,Medical Imaging,Scene Understanding etc.

Through out the course project the main focus was on segmentation of aerial im-

ages,Autonomous Driving and Parking lot, the types of datasets, architecture used and

problems faced during training and testing and is discussed in the below sections.

Availability of high-resolution remote sensing data has opened up the possibility for

interesting applications, such as per-pixel classification of individual objects in greater

detail. By the use of Convolution Neural Network (CNN), segmentation and classifica-

tion of images has becomes very efficient and smart.

4.1 Using RefineNet

• As discussed in section 2.3.2 for the purpose of input image of the architecture,

we crop the high resolution images from the ISPRS dataset. so that processing

could be easily done in a moderate level computer with normal specifications.

3.2.1

• From each 6000X6000 high resolution image, 144 500X500 images are cropped

in to input images and are resized to 244X244 before giving them as input to the

Refine-Net.

RESULTS:

Initially at the start of project only 2 class images are taken instead of using all the

classes like only road/buildings and background.

The output segmented images is shown in Fig 4.1 and Fig 4.2. We can see good amount

of intersection between the two images.

As in Fig 4.1a the Input image is segmented as 4.1c with approximately 90 percent in-

tersection. Same is the case for image 4.2a, it is segmented as 4.2c.



(a) Input Image (b) Ground Truth (c) Predicted Image

Figure 4.1: Segmented road and non-road class

(a) Input Image (b) Ground Truth (c) Predicted Image

Figure 4.2: Segmented Building and non-Building class

As we increase the number of classes the refine net doesn’t seem to converge with some

known learning rate parameters. The segmented output diverges from the ground truth

as represented in the Fig 4.3b.

(a) Ground Truth (b) Segmented Output

Figure 4.3: Segmented Building and non-Building class
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4.2 Using SEGNET

When Encoder-Decoder segnet is used on the dataset which is made same as refinet

dataset by cropping it produced significantly better results on those images.

Training a big network with encoders and decoder was not a easy task. The weights of

network has been updated by training it from starch as most of the pre-trained models

are not trained for aerial images they are trained for object recognition/person recogni-

tion etc.

Few of the difficulties faced while training this network from the scratch are listed below

in the section 4.2.2.

(a) Input Image (b) Ground Truth

(c) Predicted Image

Figure 4.4: Example 1 of segnet on aerial image

Label Name Red Green Blue

Impervious surfaces 255 255 255

Buildings 0 255 255

Low vegetation 0 255 255

Trees 0 255 0

Cars 255 255 0

Clutter 255 0 0

Undefined 0 0 0

Table 4.1: ISPRS potsdam labels colour maps
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(a) Input Image (b) Ground Truth

(c) Predicted Image

Figure 4.5: Example 2 of segnet on aerial image

Figure 4.6: Color maps

4.2.1 Difficulties faced

• Network doesn’t converge faster.

• Need to change continuously change learning rate.

• If one class converges other class diverges if appropriate learning rate is not given

initially.

• As the image was 6000*6000 pixels many cropped 500*500 pixles had complete

roads with no other classes in it. So even with correct learning rate, the model

was classifying all the classes as road class because of dominance road class at

the start. (Tackled it by randomly picking images at the start).

4.2.2 Configuration and Hyper-Parameters

• Train iteration : 250000 and Batch Size : 10.

• Optimizer used is SGD, Learning rate is 10−4 and weight decay: 0.0005.

• Multistep learning rate was used where the learning rate was reduced by 10 after

50 epochs and by another 10 and 150 epochs and another 10 after 250 epochs.
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CHAPTER 5

College Parking & Autonomous Driving segmentation

and Results

Both College parking and autonomous driving need very high intersection score be-

tween ground truth and prediction.

Also the general scene might contain very high number of objects / classes hence in this

situation a dataset with large number of classes and high train images dataset is need.

So for this purpose MITADE20K as said in 3.2.2 is taken which contains about 20K

train images and 150 classes.

For this problem statement we need to use the state of art architecture for accurate and

high segmentation intersection score.So PSPNET which is currently one of the state-

of-art in semantic segmentation is used as Decoder and ResNet100 is used as encoder.

with some slight modifications. Hence ADEK dataset is trained on the architecture and

we obtained a model for applying it on various scene segmentations.

Results

5.1 Segmentation Ignoring Few Classes

For instance when we consider image as shown in fig 5.1 when we want to segment out

vehicles, persons, road, trees and ground surfaces it almost segments image up-to 90

IOU score. After passing the image through trained model.

As seen in Fig 5.1 the architecture segments out completely the vehicles, zero false

negatives and it segments a part of slab as False positive because it has some depth and

it is in rectangular shape which slight has the features of car but it shows almost zero

false negatives which is quite useful for autonomous driving.

As seen in Fig 5.2 the architecture is able to segment accurately the person, vehicles,

trees and also the ground part(Light grey colour) and road part(brown colour) as we



Figure 5.1: Input Image(Left) & Segmented Image(Right)

Figure 5.2: Input Image(Left) & Segmented Image(Right)

ignored around 144 classes(Initially the dataset contains of 150 classes of which we

ignored 144 classes and considered).

5.2 Segmentation considering all the classes

But when we consider all the classes with out ignoring any of the classes unlike in the

above method where we ignored class of vehicles (like we ignored cars,bus,vans and

trucks and considered all of them as a single vehicle class). Results having multiple

classes labelled for single object.

If we consider all the 150 classes then architecture is not able to predict the exact class

of the vehicle like weather it is car / truck / bus / van. This issue arises because few

buses look like trucks when are viewed from front, and if the image is captured from

larger distances it might have the features of car. One more possible reason might be as

this is US dataset few of the Trucks might look similar to cars, there are lot of reasons
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Figure 5.3: Colour map of dataset labels for Fig 4.4-4.11

Figure 5.4: Input Image(Left) & Segmented Image(Right)

for this issue.

Figure 5.5: Input Image(Left) & Segmented Image(Right)

As seen in Fig 5.5 (the bottom right highlighted rectangle) instead of showing it as

bus, network is labelling it as 3 classes car(blue), Bus(pink), truck(red) and also the bus

to lower left it labelled as 2 classes car(blue), Bus(pink).
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5.3 Solving the issue of multi-class labelling

As discussed in previous section multi-class labelling to a single object can arrive due

to various reasons. This problem can be solved by using class-imbalance multiplying

factor.

Class-Imbalance might used because in the training set of MITADE20K dataset the

pixel ratio between buses and cars are in 1/10. So if a object is segmented as both

car and bus we count the portion of bus in the object and multiply it with 10 and then

compare it with the portion car to make it as one object.

Another issue in the method is getting the exact bounding boxes in a faster way

without using large memory.

One quick method which satisfy above criterion is to use Yolo algorithm, we get

the bounding boxes of the images in which ever box there is discrepancy among the

vehicle classes we can crop that part of box and we again pass it through the network

by ignoring all the classes and just keeping only the vehicle class (Car,Bus,Truck,Van).

For the output segmented cropped image we apply class imbalance and finally segment

it as a single class and put that cropped part back in the image.

Figure 5.6: Input Image for yolo

As shown in Fig 5.7 we got the bounding box for the bus on the left half of the

image which shows 2 classes. In Fig 5.8b we can clearly see it has 2 classes, now we

take that bounding box and again pass it through segmentation architecture.
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Figure 5.7: Output of yolo with bounding boxes

(a) Bounding box obtained after applying yolo (b) Segmented Output without class imbalance

Figure 5.8: Comparing the bounding box and segmented image without class imbal-

ance.

Now we pass this cropped image through segmentation architecture by considering

all the vehicles classes(car,van,bus,truck) and few basic classes like ground surface,

sky,floor,grass we are considering 4 extra classes other than vehicle classes because,

bounding box doesn’t only contain vehicle but it also contains these extra classes, as we

are later multiplying with class imbalance factor including these extra class will reduce

error by a large margin Shah (2017).

We can clearly see in Fig 5.9 larger portion of the vehicle is classified as bus, so

now even without multiplying applying the class imbalance factor we can directly say
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Figure 5.9: Segmentation of cropped image after passing considering vehicle+few gen-

eral classes

it belongs to bus class.

Figure 5.10: Left- Segmented output directly from all the classes

Right -Segmented output of a cropped image by ignoring classes and ap-

plying class imbalance in network.

As shown in Fig 5.11b is the final segmented image after applying class imbalance

by following a sequence od steps of Yolo detection followed by cropping followed by

segmentation and then finally multiplying with class imbalance factor to decide the

class.

Another useful feature we get by applying Yolo and segmentation would be, when there

are overlap between person and car it segments complete picture as car. but by using

yolo we can discriminate person and car by applying architecture separately on cropped
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(a) Segmented image without class imbalance. (b) Final Segmented output.

Figure 5.11: Comparing the bounding box and segmented image without class imbal-

ance.

image as shown in Below figures.

Figure 5.12: Top - Segemtation without cropping and without ignoring classes

Bottom - Segemtation of the cropped without ignoring classes.
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5.3.1 Other results and issues

(a) Input image (b) Without class Imbalance. (c) Final Segmented output.

Figure 5.13: Output of image after class-imbalance and ignoring few classes

(a) Input image (b) Without class Imbalance. (c) Final Segmented output.

Figure 5.14: Output of image after class-imbalance and ignoring few classes

Fig 5.13 and 5.14 shows that when input image (a) is passed through the network

without any ignoring any classes and without removing class imbalance it outputs (b) as

shown in sub-figures and when we ignore unnecessary classes we get final segmented

image as shown in sub-figures (c).
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(a) Input image (b) Without class Imbalance. (c) Final Segmented output.

Figure 5.15: Results when there is overlap issue

(a) Input image (b) Without class Imbalance. (c) Final Segmented output.

Figure 5.16: Results when there is overlap issue

When there is significant amount of overlap between the vehicles of different classes

(like bus and car overlapping) as shown in fig 5.15 (a) and 5.16 (a), it is difficult to

decide where to draw bounding box and where is apply that bounding box on that image.

So this method shows some in-consistency with this situation, with properly designing

decision system this problem can be tackled and this problem is marked as Future

work. As shown in the Final segmented outputs of image it considers everything as a

bus class as bus has high class im-balance.
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(a) Input image (b) Without class Imbalance. (c) Final Segmented output.

Figure 5.17: Application in dark-background

When there is low-light or very high shadowed image segmentation doesn’t work prop-

erly, the part of image which has good amount of exposure to light segments properly,

other objects are difficult to segment. But still it is able to classify them under vehicle

classes but not type of vehicle. (Type of vehicle is not a major concern in autonomous

driving problem only vehicle and width of vehicle matters most of the time).
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CHAPTER 6

SUMMARY

Semantic segmentation is one most important as well challenging task in the field of

deep-learning. Unlike labelling complete image as one label in segmentation we need

to assign a label to each of the pixel in the image. Aerial image segmentation and road

scene image segmentation have been taken as two main problem statements throughout

the course of the project. Various deep-learning architectures like refinet, segnet, pspnet

have been used and modified accordingly to get desired results. Modifications to exist-

ing methods is done by using the techniques of class imbalance. The part of the image

which not segmented properly is cropped by using a fast object detection algorithm like

yolo and that part of object is cropped and we pass cropped image through the segmen-

tation network by ignoring unlabelled classes from and then finally by removing class

imbalance.
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